




measures how well the model classifies between normal and 
abnormal cases. ROC in this case can be interpreted as 
visual confusion matrix. 
 

 
Fig. 4.  Structure of five-fold cross-validation 
 
Feature Importance 
 
 Each model used in this experiment can output or 
calculate feature importance. It ranks how important a 
feature or equipment parameter is in predicting a target 
variable. An example is shown in Figure 6. The best 
performing model of equipment LOF-10 is random forest. 
After calculation, we can get key features are pressure and 
flow. The important features obtained by the model will be 
compared to those provided by the production engineers. 
Except for Case 3, which has no key feature. The model 
identified all key features or equipment parameters provided 
by the production engineers.  
 

 
Fig. 5. Examples of ROC curves for AdaBoost and SVM. 
 
 

This way, monitoring equipment can not only observe the 
results predicted by the model, but also observe whether the 
key feature values are abnormal at same time. 
 

 
Fig. 6.  Estimate of LOF-10 features importance  
 
Results 
 
 Table I shows the accuracy of the prediction result. 
Accuracy of predicting whether the equipment is in normal 
or abnormal state is higher than 99%. To prevent the model 
from being affected by outliers, we defined that when the 
model predicts an abnormality three times in a row, it will 
pop up warning message, as shown in Figure 7. At the same 
time, we also check the line chart of the key feature as well, 
as shown in Figure 8. We found that the value of flow 
decreased slightly and we are sure that the equipment is 
abnormal. Therefore, the person in charge of the equipment 
can address of the abnormality.   
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Fig. 7.  LOF-10 warning message 
 
 
CONCLUSIONS AND PROSPECT 
 

So far models can indeed accurately predict the equipment 
abnormality in real-time. We also developed an automated 
system as shown in Figure 9. which will be deployed in the 
future. 

This year we also expect to upgrade the maintenance level 
from CBM to PdM. Whenever you can diagnose the 
equipment error, you can schedule the maintenance ahead of 
time, to effectively manage inventory, to minimize the 
downtime, and to enhance the operational potency. 
 
 

 
Fig. 8.  LOF-10 line chart of Flow 
 
 

 
 

 
Fig. 9.  Flowchart of the implementation system 
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ACRONYMS 
 
CBM : Condition Based Maintenance 
PdM : Predictive Maintenance 
SVM : Support Vector Machine 
EDA : Engineering Data Analysis System 
KNN : K-Nearest Neighbor 
ROC : Receiver Operating Characteristic Curve 
AUC : Area under the ROC curve 
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