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Abstract

	As we step into the era of Smart Manufacturing, a growing number of manufacturers across all industries are leveraging enabling technologies, such as Artificial intelligence (AI), Cloud, and Internet of Things (IOT), to help them improve productivity and profitability. Through an actual use case, this paper illustrates how one of these enabling technologies, Cloud computing, helps a semiconductor manufacturer overcome various challenges allowing them to be more productive and cost efficient.

Introduction
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FIGURE #1: Overview of the cloud-based DFD System 

· the DFD application and related database are deployed on cloud
· Data transfer between fab and cloud through a secure connection


	Fault Detection and Classification (FDC) is a critical part of semiconductor manufacturing.  By monitoring and analyzing sensor data from process tools in real time, FDC systems provide fault detection and notifications that protect against yield loss and process deviations. This helps manufacturers in maximizing product quality and profitability
With the company directive to integrate advanced data science techniques into their current manufacturing practices, Qorvo, a leading semiconductor supplier, has chosen to upgrade their existing capabilities with a new FDC solution, called Dynamic Fault Detection (DFD).  

	DFD is a next generation real-time monitoring application that leverages machine learning for analysis and modeling and is designed to utilize the power of big data.  This solution will provide Qorvo a more comprehensive method to detect faults and enable them to improve product quality and yield.

	Traditionally, FDC system deployments are relatively straightforward. The internal Information Technology (IT) team would spec out the requirements, acquire the necessary hardware, and install the system on-premise. However, in this case study, the adoption of the new DFD system presented the manufacturer a couple of deployment challenges:

1. Big data and machine learning expertise is not within the internal IT group’s capabilities making the installation and support of this system difficult
2. Deployment of a full-scale big data infrastructure would require considerable capital investments which the organization had not planned for in the current budget

	The team collaborated with the vendor <BISTel> on a solution and decided to deploy the DFD application on a cloud platform for it offers a wide range of benefits which can address the challenges above. These are also the same benefits that are driving the growing adoption of cloud services across all industries.

	Based on the system in this case study (See Figure #1), the subsequent sections will illustrate the advantages of a cloud-based system and show how the technology is ready and viable to support high-demand applications, such as a real-time monitoring system in manufacturing

[bookmark: _Hlk31721989]Cloud Deployment

	The general steps in deploying a cloud solution does not vary greatly from an on-premise system deployment.  There are basically 5 key phases:  Designing, Planning, Installation, Testing & Validation, and Deployment. Since data transactions go beyond the facility’s firewall in a cloud system, greater effort and time is spent in the design and planning stages to assure system performance and data security.  In terms of deployment timeline, this is perhaps one of the main differences between an on-cloud deployment and an on-prem deployment where data transactions only happen within the facility domain. Though, once the general network design and security policies are set, this phase of the process could be much shorter for subsequent installations of cloud solutions.

For the system highlighted in this use case, which is a “First of a Kind” cloud installation, the deployment process took approximately 6 months. This is inclusive of every step from initial concept to production. With the system architecture now established for cloud, deployment time for future cloud solutions is expected to reduce by 50% or more. For comparison, if a similar system were to be deployed on-premise, the total deployment time (concept to production) is estimated to be closer to 1 year.

Benefits of a Cloud-based System

	As mentioned before, cloud solutions offer several major benefits.  This includes cost and time savings, as well as its inherited system flexibility to accommodate system changes or future expansions.  These are the same reasons why Qorvo elected the cloud technology for this installation.

Cost and Time Savings

	To best illustrate the cost advantages of a cloud deployment, let’s delve deeper into the two key cost components of system deployment:  1) Hardware/Software and 2) Resources. 

Hardware/Software Costs

	In an on-premise installation, a variety of hardware and software are required to run a new application such as a next-generation FDC solution.  These hardware and software components include servers, data storage equipment, networking hardware and database software. Depending on the size of the system, the cost could add up to a significant amount, not to mention the effort and time required to go through the acquisition approval process, procurement from the different vendors, installation, and deployment.
	In cloud implementations, the infrastructure, and related hardware/software, required for execution and data storage are virtually provided by the cloud vendors, the users are essentially free from having to purchase and to set up the infrastructure.   Furthermore, the burden of maintaining, troubleshooting, and upgrading the infrastructure is also part of the cloud service, this essentially provides a maintenance-free system for the users.  While there is a subscription cost to cloud services, the total cost of ownership for an application is typically much lower for a cloud-based system, regardless of system size.

	Another advantage of a cloud system is that its subscription model offers businesses an alternative purchasing option by allowing them to assign the costs for the new system as operating expenses (OpEx) instead of capital expenses (CapEx).  This provides an organization spending flexibility by not having to commit to a large sum for the system in a single year.  This is especially important for systems with high costing hardware and software requirements.

Resource Costs

	The more complex the system architecture, the more IT resources are needed to perform installation, maintenance and support of the system.  When an organization lacks the technical skillset internally to support a new technology, as in this case, it must acquire the necessary resources externally to make sure the system can be properly deployed and maintained.  This is particularly critical for manufacturing operations. 

	As mention earlier, one of the challenges for Qorvo in this case study is that they lack the technical expertise within the existing team to support a big data system which is required for the new application. However, by deploying the system on cloud, they have essentially shifted the responsibility of supporting the big data system to the cloud vendor.  This allows them to not only save on the cost of hiring new resources, but also shorten the system rollout time by eliminating the time needed for the hiring process and for training new resources. For the system size highlighted in this case study, the device maker estimated that two new senior-level IT engineers would have been needed to install and support an equivalent on-premise deployment. 

System Flexibility

	Deploying a solution on cloud can provide not only cost advantages, but also flexibilities that enable a future-proof system.  This is often one of the key challenges for system architects.

	Cloud providers offer cloud services in a “pay for what you need” subscription model (also known as SaaS -Software as a Service).  These global cloud vendors have the capabilities to offer virtually unlimited on-demand performance and bandwidth, allowing their platforms to accommodate systems of all sizes. When a user’s system performance requirement changes, a simple online reconfiguration is all it takes to expand or change the system’s capabilities; therefore, providing an extremely flexible and scalable platform.
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FIGURE #2: Key components for a secure cloud system


	A good example of system flexibility can be observed in this use case.  During Qorvo’s DFD system testing and validation phase, the engineering team twice requested the system performance to be increased (from a 5-node configuration to a 9-node configuration, and then from a 9-node configuration to a 11-node configuration) to accommodate the ever-increasing product load demand. In both instances, the system administrator was able to trigger the required changes by simply reconfiguring the cloud system online.  There was no additional hardware or software installation required, and the performance upgrade took place instantaneously so there were no interruptions to the deployment process. Conversely, in an on-premise installation, system changes such as these would require much greater effort and time; for example, hardware/software acquisition, installation and test & validation, must be repeated for each upgrade.

Cloud System Considerations

	Despite the many benefits, concerns about data security and system performance are two main factors that has hindered cloud adoption in manufacturing. The truth is, by leveraging the right tools and technologies, a properly planned and designed cloud system can provide the same level or higher performance and security as any on-premise system.

Data Security

	In a cloud system, it is critical that robust security measures are put in place to assure protection of sensitive data in and outside of the facility’s IT domain. Therefore, more time and effort must be spent during the design and planning phase of a cloud deployment project, to allow an organization’s security officer and the cloud partner to collaborate closely in designing the proper policies, procedures, and technologies into the system. In a nutshell, there are four key security components in a cloud system (see Figure #2):

1. Authentication is a key requirement to gate all access requests. Centralized authentication must be implemented across different applications and technologies to provide consistency.

2. Data encryption (i.e.:  IPsec, AES 256, etc.) should be implemented to ensure secure communications at and between endpoints. A multi-VPN connection scheme is used in some cases for added protection.

3. Comprehensive Logging of all actions and activities must be stored and searchable in a repository to allow full transparency for Auditing.

4. Selecting a trusted cloud provider that has comprehensive global/industry compliance is critical.  World-class cloud providers have vast resources allowing them to sustain high quality standards, meet ever-evolving regulations, and improve the system continuously. Hence, partnering with the right cloud provider is crucial for they can provide you the level of round-the clock security, privacy, and service availability that your system needs. 

	With proper due diligence, a well-designed cloud system can provide all the necessary security and protection required regardless of application or industry.

System Performance

	Manufacturing applications are often time critical. Data throughput and system performance are key success factors for a productive and profitable business. Typically, time critical applications such as FDC systems are deployed on-premise to minimize risk and latency so best performance can be achieved.  However, with the advent of advanced networking technologies, along with a global infrastructure of high-bandwidth networks, cloud-based system can now offer the same level of high performance as an on-premise system. 

	To illustrate this point, let’s examine an example from this case study.  In the highlighted system, the cloud-based DFD application is to continuously take incoming tool data from the manufacturing tools, analyze the data to detect issues, and send notifications back to the system in real-time (see Figure #3). For the system to be able to react swiftly (i.e.:  to perform a timely tool shut down) and to avoid impending damages or misprocessing of wafers, the total time it takes for this round-trip loop (latency) must be shorter than the recipe process cycle of a wafer, which means the alarm must be delivered before process start on the next wafer.

[bookmark: _GoBack]	For the cloud-based FDC system in this use case, testing shows that the typical latency (tool > cloud > system) is only around 5 seconds which is far shorter than the recipe process time of a wafer. This provides the system ample time to react appropriately when a critical alarm is issued. Since typical wafer process times are measured in minutes, the highlighted example shows that a cloud-based system should be more than suitable for time-critical applications such as real-time monitoring.  From the user’s point of view, there is essentially no performance differences between this cloud-based system and an on-premise equivalent.
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FIGURE #3: Understanding Latency
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Conclusion

	Cloud-based solutions can provide many technical and commercial benefits which can help to increase agility and productivity for manufacturers.  In the case of the highlighted system, these benefits include:

1. Reduction in system deployment time allowing quicker product time-to-market

2. Reduction in total cost of system ownership while maintaining high level of system performance

3. Assurance of a future-proof system that is flexible and easily scalable to accommodate changing production demands.

	Cloud computing, and other enabling technologies such as A.I. and IOT, are and will continue to be essential building blocks for Smart Manufacturing.


ACRONYMS

AES:  Advanced Encryption Standard
AI:  Artificial Intelligence
CapEx:  Capital Expenditure
DFD:  Dynamic Fault Detection 
FDC:  Fault Detection and Classification
IOT:  Internet of Things
IPsec:  IP Security
IT:  Information Technology
MES:  Manufacturing Execution System
OCAP:  Out-of-Control Action Plan
OpEx:  Operational Expenditure
SaaS:  Software as a Service
VPN:  Virtual Private Network
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